Predictive Analysis of Microbial Water Quality Using Machine-Learning Algorithms
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Given the increasing recognition of machine learning tools for use in water quality monitoring, enhancing their applicability in full-scale plants require investigation of their capabilities and limitations in key aspects of the water supply chain. This study comprehensively evaluates the performances of three artificial neural network (ANN) training algorithms and three solvers for regression support vector machine (SVM) with different kernel functions in the estimation of the counts of faecal indicator bacteria from measured records of physico-chemical water quality parameters. In addition, input data were subjected to different normalization methods to determine their effects on the performances of both ANN and SVM models. The feedforward and the cascade forward algorithms yielded the lowest mean square error (MSE) values among the various ANN model configurations. No distinct disparity was found in the performances of the various solvers of regression SVM in the estimations. For the regression SVM kernel functions, the radial basis function (RBF) and the Gaussian kernel functions resulted in the lowest MSE values. Both the ANN and regression SVM have comparable abilities in predicting the levels of the faecal indicator organisms in raw water. However, the ANN models were more efficient in estimating intense variations in the levels of the indicator organisms in raw water.
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Introduction

The wide range of applications of machine learning algorithms and computational intelligence as decision support tools has made them indispensable in the water supply industry today. Due to their robustness...
and high accuracy in learning from imperfect data, the techniques significantly aid the automation of key processes in knowledge engineering, and have proven to be reliable replacements for some rather time-consuming regular activities in the industry. Unlike traditional multivariate regression methods that model linear relations among variables under the assumption of independence among variables, the machine learning approach applies different statistical, probabilistic and optimization techniques in finding and ‘learning’ regularities and patterns in records of system operational data, establishing complex nonlinear relationships between noisy and interdependent variables. This makes it possible to make inferences and decisions that are difficult to make using conventional statistical methodologies (Mitshell, 1997), resulting in improved efficiencies of the system. Machine learning techniques mainly include neural networks, instance-based or cased-based learning, rule-based learning, analytic learning, ensemble learning and genetic algorithms (Langley and Herbert, 1995).

Improving the capacity of treatment plants to effectively manage water quality requires alternative methods of estimating the levels of indicator bacteria in raw water to augment conventional laboratory analysis methods. In recent years, researchers have applied various data-driven techniques to explain the influences of various physico-chemical water quality parameters on concentrations of faecal indicator organisms (FIOs) and other water quality parameters in raw water. These mostly include regression methods (Black et al., 2007; Juntunen et al., 2012) and artificial intelligence methods such as artificial neural network (ANN), adaptive neuro-fuzzy inference system (ANFIS) and support vector machine (SVM) (Singh et al., 2009; Kim et al., 2012; Heddam, 2014; Mohammed et al., 2017). For instance, a recent study carried out in Germany applied multiple regression method to explain the levels and variations of faecal indicator bacteria in river water in Germany. According to the authors, up to 70% of the variations in the levels of faecal indicator bacteria in the raw water samples are associated with variations in variables such as pH, rainfall and solar radiation. Other studies compared the performance of regression and ANN, ANFIS and SVM methods in the prediction of water quality parameters (Abyaneh, 2014; Chandramouli et al., 2007; Zhang et al., 2015) and reported higher accuracy of these methods relative to conventional regression methods.

Recently, the application of ANN in water quality indices prediction has gained popularity due to its ability to approximate complex non-linear relationships between physico-chemical parameters and microbial organisms in water with high accuracy. However, with the exception of its ‘black box’ nature, optimizing the various parameters of the network in a way that will prevent overtraining may be challenging. In addition, the technique may be prone to overfitting (Tu, 1996). The performance of an ANN model can be affected by the selected model architecture, structure and the training algorithm used, since they mainly define how the inputs are transformed into outputs (Wu et al., 2014). Moreover, during the network training process, achieving optimal performance usually requires using different numbers of hidden layer neurons on a trial and error basis, to achieve optimal performance. Accordingly, establishing a particular set of protocols, including the data pre-processing method, training algorithm and hidden layer neurons for application in typical prediction problems in the water supply system is vital for repeating and generalizing the development of ideal ANN models for use in the water supply system.

Although SVM has been successfully applied in solving regression and time series problems, the method has not been widely applied in the prediction of faecal indicator organisms in raw water as compared with ANN. It has been reported that the difficulty associated with the selection of SVM model parameters makes its applicability limited (Lv et al., 2014). The lack of an optimal method for adaptation of regression SVM parameters has been reported in a recent review (Sapkankevych and Sankar, 2009). Moreover, according to this study, although a vast majority of applications use the Gaussian kernel function, which has been widely accepted to be more efficient, there is no formal proof of the function’s optimality. In addition, the choice of kernel functions in different time series prediction applications are arbitrary. Thus, to improve the applicability of this highly efficient method in the water quality management, it is vital to evaluate the response of different kernel functions in predictive models.

Accordingly, the main objective of this study is to investigate the suitability of different combinations
of data normalization methods, ANN training algorithms, number of hidden layer neurons in ANN structure as well as different regression SVM training algorithms and kernel functions in the prediction of coliform bacteria from water quality parameters. The study is based on measured records of physico-chemical parameters from the Oset drinking water treatment plant in Oslo, Norway. The models are expected to provide a fast and reliable approach to complement existing monitoring exercises in water treatment facilities in Norway and beyond.

Materials and Methods

Study site

Fig. 1 shows the location of the study area. Maridalen Lake, where the Oset water treatment plant sources its raw water from is located in the northern outskirts of Oslo, is the largest lake within the Oslo municipality. The lake has a surface area of 3.83 km² and an elevation of 149 m and it is surrounded by forest catchment area of 252 km². With two main primary inflows from the northern part (Skajærsvatn and Dausjøvann) the lake has an average annual flow of 184 million cubic meters of water, and drains mainly through the Akerselva River to the south. To prevent contamination due to human activities around the lake, the surrounding municipalities have imposed restrictions on mostly recreational activities to some distance away from the lake and adjoining streams (Oslo municipal water and waste department, 2012).

Data set

The study is based on observed counts of coliform bacteria and measured water quality parameters including pH, temperature (°C), conductivity (µ), turbidity (NTU), colour (mg Pt/L) and alkalinity (mmol/L) at the raw water intake point of the Oset drinking water treatment plant in Oslo, Norway. The data consist of 208 weekly records taken from January 2012 to December 2015. With a capacity of 390,000 m³/day, the Oset treatment plant, known to be the largest municipal water treatment plant in Scandinavia, provides safe drinking water to about 90% of the inhabitants of Oslo and depends on raw water drawn at a depth of 32 m from Maridalen Lake. The microbial data and the physicochemical parameters are data taken as part of the routine monitoring exercise at the water treatment plant.

Data normalization

Prior to the training of ANN and SVM, it is useful to carry out data normalization. The main purpose is to adjust all data variables to a common scale, to avoid bias. This facilitates the learning process particularly for the network. Moreover, by using non-linear transfer functions at the output nodes of the network, it is necessary to transform the desired outputs to match the actual range of the network. Experiences in some studies show that considerable improvement in the efficiency of standard ANN and other artificial intelligence models can be achieved when the input data are normalized before training (Jayalakshmi and Santhakumaran 2011). This study compares two different data normalization methods; minimum-maximum and z-score as described in the following expressions:
Cascade-forward ANN model

The technique is similar to the feed-forward in the use of error backpropagation method for updating weights. However, here, an additional weight connection from the input nodes to all subsequent layers is included. The speed at which the network learns the relationship existing between inputs and targets might be improved by the additional connections (Al-allaf and AbdAlKader, 2011).

Layer-recurrent ANN model

Layer-recurrent networks (RNN) are a class of ANN which allow connections between units in a loop. The main distinguishing feature from a feedforward network is the presence of additional connections between units, forming a feedback loop that enables preservation of sequential information. That is, for each time step $t$, the decision reached is affected by the decision from the preceding time step $t-1$. Accordingly, for an input sequence $x=(x_1,...,x_t)$, the network outputs $y_j$ for a node, $j$ depends on connection weights and the current input signal as well as preceding states of the network as:

$$y_j = Ax'(t)$$

where $A$ is the weight matrix of the output layer neurons that is connected to the hidden neurons. The output, $x'(t)$ of a given input vector $x(t)$ at time, $t$ is given by:

$$x'(t) = f(w_hx'(t-1) + w_hx(t-1))$$

$f()$ is a function that characterizes the hidden nodes. Unlike the feedforward network, layer recurrent network uses an extension of backpropagation known as the backpropagation through time (BPTT) algorithm, which unfolds the network in time through the creation of various copies of the recurrent units so it can be treated like a feedforward network with associated weights. Thus, the algorithm is updated in descriptive time steps. The errors at the hidden nodes are propagated backward as:

$$E_{p_j}(t-1) = \sum_{h} E_{ph}(t)u_n f'(s_p(t-1))$$
where $u_{hi}$ is the weight matrix mapping the previous hidden layer ($s_{p}l(t-1)$) to the current one. $h$ and $j$ are respective indices for hidden nodes at time steps $t$ and $t-1$. A standard three-layer feedforward network with the backpropagation algorithm was used to predict the levels of coliform bacteria (CFU/100 mL). The six inputs were water pH, temperature ($^\circ$C), conductivity ($\mu$), turbidity (NTU), colour (mgPt/L) and alkalinity (mmol/L).

**Regression SVM models**

Support vector machine, developed by Vapnik and his collaborators (Vapnik, 1995), is a learning technique that is originally meant for binary classification. The principal idea of the method is to obtain a hyper-plane that separates different classes of data points. To enable a linear separation of data, SVMs employ kernel functions to map data from the input space into a higher dimensional space, creating two parallel hyper-planes to separate the data. Therefore, in classification, the geometric margin between the two hyper-planes is maximized, while minimizing the classification error (Cristianine and Taylor, 2000; Singh et al., 2011).

In regression SVM as applied in this study, the aim is to find the optimal hyper-plane with the minimum distance from all data points (Lin et al., 2008; Pan et al., 2008). That is, instead of a yes or no output in a typical classification problem, regression SVM is trained to output a numerical value. That is, the hyperplane with the least distance to all data points is optimized. Thus, for a given vector of water quality variables (inputs), and observed faecal indicator organisms (target), a linear function, that yields an estimate of the target such that the deviation between the estimate and the target is less than the insensitive loss function $\varepsilon$ for all training data is obtained (Wu et al., 2010). Thus,

$$E_{pj}(t-1) = \sum_{h}^{m} E_{phj}(t)u_{hj}f'(s_{pj}(t-1))$$ \hspace{1cm} (8)

$$f(x) = wx + b, \ x \in R^n, b \in R$$ \hspace{1cm} (9)

$$[y_{l} - f(x_{i})] < \varepsilon$$ \hspace{1cm} (10)

where $w \in R^n$ is a weight vector and $b$ is the bias. Addition of an error term to the linear estimation above leads to the following expression:

$$ \min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{m} \xi_{i} + \xi_{i}^*$$ \hspace{1cm} (11)

where $((y_{l} - wx - b) \leq \varepsilon + \xi_{i}, \ w,x + b - y_{l} \leq \varepsilon + \xi_{i}, \xi_{i}, \xi_{i}^* \geq 0$) for all $i = 1,...,m$. $\xi_{i}$ and $\xi_{i}^*$ are slack variables that are used in the optimization of the separation planes. Thus, all estimation errors that are smaller than $\varepsilon$ do not enter the objective function. $C$ is a positive parameter known as the penalty parameter, and is responsible for adjusting the level of errors in the estimation. With the introduction of Lagrangian multipliers, the following optimization problem can be obtained:

$$w(\alpha, \alpha^*) = -\varepsilon \sum_{i=1}^{m}(\alpha_{i} + \alpha_{i}^*) + \sum_{i=1}^{m}(\alpha_{i}^* - \alpha_{i})y_{l} - \frac{1}{2} \sum_{i,j=1}^{m} \alpha_{i} \alpha_{i}^* k(x_{i}, x_{j})$$ \hspace{1cm} (12)

Here, $0 \leq \alpha_{i}, \alpha_{i}^* \leq C$, for $i = 1,...,m$, and $\sum_{i=1}^{m}(\alpha_{i} - \alpha_{i}^*) = 0$, where $k(x_{i}, x_{j})$ is the kernel function and $\alpha_{i}$ and $\alpha_{i}^*$ are Lagrangian multipliers used in the optimization process. Finally, the regression estimate is obtained as:

$$f(x) = \sum_{i=1}^{m} (\alpha_{i}^* - \alpha_{i}) K(x_{i}, x) + b$$ \hspace{1cm} (13)

where $b = y_{l} - \sum_{i=1}^{m} (\alpha_{i}^* - \alpha_{i}) k(x_{i}, x)$ ($\geq \alpha_{i}, \alpha_{i}^* \geq 0$) $l = 1,...,m$.

The use of the structural risk minimization principle in the formulation of SVMs gives the method a greater ability for generalization. With the exception of the various parameters used in SVM for both classification and regression problems, the type of the kernel function used is a key determinant of the performance of the SVM method (Pan et al., 2008). In this study, different kernel functions are applied to determine a more appropriate one for estimating the concentrations of faecal indicator organisms in raw water from the measured physico-chemical parameters. We applied linear, polynomial and Gaussian kernel functions, defined as follows:

linear kernel:

$$k(x,x^*) = (x^T.x^* + C)$$ \hspace{1cm} (14)
The performances of the models were compared using the mean square error values of the model predictions. Layers were first used to assess the performances of the various neural network-training algorithms. For the regression linear, polynomial and Gaussian kernel functions, defined as follows:

- polynomial kernel:
  \[ k(x, x') = (x^T \cdot x' + C)^d \]  
  \[ (15) \]

- Gaussian kernel (RBF):
  \[ k(x, x') = \exp\left(-\frac{\|x-x'\|^2}{2\sigma^2}\right) \]
  \[ (16) \]

**Model calibration and evaluation**

Fig. 2 shows the procedure for the calibration and evaluation of machine learning models as applied in this study. Across the various configurations of both ANN and regression SVM models, the input dataset was divided into a training set (70%) and testing (30%). After the algorithm learns from the data, several performance measures are used to evaluate the quality of the solution to classification, regression and clustering problems typically modelled in machine learning. The performance indices may include mean square error (MSE), root mean square error (RMSE) and confusion matrix indices, such as true positive, true negative, false positive, false negative, etc. In this study, visual inspection of plots that compared the outputs from the various combinations of input data normalization methods, and numbers of hidden layers were first used to assess the performances of the various neural network-training algorithms. For the regression SVM models, the outputs from the different kernel functions were compared graphically. Finally, the overall performances of the models were compared using the mean square error values of the model predictions.

**Model sensitivity analysis**

Evaluating the sensitivities of each input parameter is necessary to determine their respective influences on the predictive abilities of the models. Moreover, in predicting the concentrations of the faecal indicator organisms in raw water, it is essential to determine which physical or chemical parameters of raw water affect the variations in the indicator organisms. While each parameter may directly or indirectly influence the occurrence of the indicator organisms in raw water, identifying the most important surrogates provides vital information for the management of the microbial quality of raw water. Therefore, the relative importance of the various input parameters were evaluated through a stepwise omission of each input parameter in the models. At each stage, the MSE value of the model predictions was calculated and compared with the corresponding value for the model with all inputs included. In this case, the omission of more important inputs could significantly raise the MSE in the model. Due to the different ANN and SVM configurations used in this study, resulting in different MSE values, a model configuration with the least MSE was selected each from the ANN and SVM models during the sensitivity analysis.

**Results and discussions**

**Raw data**

Results of the initial statistical analysis of the raw data set are shown in Table 1. Considerable skewness is noted in the data set, with only pH, conductivity and alkalinity being approximately symmetrical. In addition, some water quality parameters including
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Table 1
Descriptive statistics of measured raw water parameters

<table>
<thead>
<tr>
<th></th>
<th>Winter</th>
<th>Sprig</th>
<th>Summer</th>
<th>Autumn</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>pH</strong></td>
<td>6.60</td>
<td>6.55</td>
<td>6.47</td>
<td>6.41</td>
<td>6.50</td>
</tr>
<tr>
<td><strong>Temperature</strong></td>
<td>7.06</td>
<td>5.21</td>
<td>7.15</td>
<td>8.89</td>
<td>7.07</td>
</tr>
<tr>
<td><strong>Conductivity</strong></td>
<td>2.53</td>
<td>2.62</td>
<td>2.64</td>
<td>2.61</td>
<td>2.59</td>
</tr>
<tr>
<td><strong>Turbidity</strong></td>
<td>0.51</td>
<td>0.39</td>
<td>0.41</td>
<td>0.47</td>
<td>0.45</td>
</tr>
<tr>
<td><strong>Color</strong></td>
<td>27.43</td>
<td>27.05</td>
<td>25.73</td>
<td>24.45</td>
<td>26.31</td>
</tr>
<tr>
<td><strong>Alkalinity</strong></td>
<td>0.08</td>
<td>0.44</td>
<td>0.08</td>
<td>0.08</td>
<td>0.17</td>
</tr>
<tr>
<td><strong>Coliform</strong></td>
<td>5.17</td>
<td>0.27</td>
<td>0.54</td>
<td>24.07</td>
<td>7.49</td>
</tr>
<tr>
<td><strong>E. coli</strong></td>
<td>0.52</td>
<td>0.14</td>
<td>0.11</td>
<td>3.45</td>
<td>1.12</td>
</tr>
</tbody>
</table>

Min. = minimum, Max. = maximum, SD = standard deviation, Var. = variance, Skew. = skewness

Temperature and colour showed high variabilities, respectively ranging from 0 to 13°C and 19 to 57 mg Pt/L. As shown in Table 1, higher counts of the faecal indicator organism in raw water were observed in autumn-winter turn over periods of each year, with the highest counts of coliform bacteria (300 CFU/100 mL) occurring at this period of 2014. In addition, greater proportion of the 208 observed data points for the faecal indicator organisms were zeros (approximately 56% and 84% for coliform bacteria and E. coli, respectively). Among the four main seasons in Norway, the mean concentrations of the faecal indicator organisms in raw water are higher in winter and autumn. For instance, compared with the four-year mean concentration of approximately 8 CFU/100 mL, the mean winter season concentration of coliform bacteria in raw water was approximately 5 CFU/100 mL. For the autumn seasons, the mean concentration is 24 CFU/100 mL.

ANN model response

Fig. 3 shows outputs of the performances of the feedforward ANN model. Only the results from the feedforward ANN models for 10 hidden layers are shown in this figure. The effect of the various raw data standardization methods on the performances of the ANN models are distinct from the plots. It can be observed that the model generally captures significant variations in the counts of coliform bacteria in raw water. In terms of estimating periods of intense variation in the count of coliform bacteria in raw water, the feedforward ANN model without data standardization outperforms the others. However, the close similarity in the performances of the models from the three standardization methods indicate that there may be biasing in the one without standardization (Fig. 3 a1). This shows that the relative contributions of the input parameter in the model are not equally distributed. It can also be noted that out of the various normalization methods, only the min-max method resulted in output values that fall within the range of 0 and 1. These are within the range of outputs produced by typical activation functions used in training neural network. Interestingly, the training of the network proceeded faster than the other normalization methods. Although the output of the model with min-max standardization (Fig. 3 a1) shows the least performance in estimating intense variations in the level of coliform bacteria, relative to the other standardization methods, it results in the lowest mean square prediction error. The effects of input data standardization was equally noticeable from the performances of the other ANN training algorithms used in this study. However, unlike the feedforward network, the
performances of the other training algorithms improved when the input data was normalized using the min-max method. As shown in Fig. 3, considerable variations in the counts of coliform bacteria in raw water were estimated after the normalization. When the input data set was normalized using the z-score and MAD methods, for the same number of neurons in the hidden layer, each of the three ANN training algorithms showed adequate performances. However, the feedforward network was more efficient in estimating the variabilities in the count of coliform bacteria than the other two. The z-score normalization, however, yielded some negative counts of the microorganism, which obviously resulted in negative outputs in some cases.

SVM model response

Fig. 4 shows the response of the regression SVM model with the Gaussian kernel function using input data with different normalization methods. The regression SVM model generally failed to account for periods of intense variations in the counts of bacteria. However, the model clearly estimates zero counts of the indicator organism with high accuracy. Typical records of indicator organisms observed in raw water contain a large number of zeros, thus the ability of a model to
Performances of regression SVM model in the prediction of coliform bacteria under different kernel functions

Fig. 4

Estimate zero counts as well as higher counts from real time measurements of water quality variables makes it useful in the water supply system.

Amongst the various kernel functions, the Gaussian and the RBF functions yielded estimates that were much closer to the counts of the indicator organism observed in raw water. When the polynomial kernel function was applied, the system failed completely in learning from the data set. This resulted in much larger estimates, especially when no input data normalization was applied. Finally, different SVM training algorithms used in this study yielded similar results, with comparable mean square error of predictions.

Comparison of model outputs

Since a large number of model response plots were generated using different combinations of input data normalization methods, network training algorithms, etc., only selected few plots were included in this paper. To assess the overall performances of each of the different configurations of the models, the mean square errors (MSE) of the estimates were calculated and used as the main model performance index. Tables 2 and 3 show the results of the performances of the ANN model configurations while the results of the regression SVM models are shown in Tables 4 and 5. Without data normalization, the best performances of the feedforward (MSE = 84 CFU/100 mL) and cascade forward (MSE = 92 CFU/100 mL) ANN models were achieved when the network contained 20 neurons in the hidden layer. The least MSE for the layer-recurrent network (MSE = 97 CFU/100 mL) in this case was achieved with the 10 hidden layer neurons instead. Results of the models with data normalization prior to model training were transformed back into their original forms to enable fair comparison with the results of the models with the raw data set (without normalization). For both ANN and SVM models for coliform bacteria, the normalizations clearly improved the performances of the models. For instances, for the same ANN feedforward model architecture for prediction of coliform bacteria, the min-max data normalization resulted in MSE value of 2.02 CFU/100 mL, compared with MSE value of 84 CFU/100 mL achieved in the
Table 2
MSE of ANN models for coliform bacteria with various training algorithms, hidden layer sets, and normalizations

<table>
<thead>
<tr>
<th>ANN</th>
<th>Hidden layers</th>
<th>MSE (CFU/100 mL)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Raw data</td>
<td>Min-Max</td>
<td>z-score</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Feedforward</td>
<td>10</td>
<td>137.66</td>
<td>3.04</td>
<td>83.92</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>84.57</td>
<td>2.02</td>
<td>93.31</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>132.13</td>
<td>3.25</td>
<td>90.11</td>
</tr>
<tr>
<td>Cascade-forward</td>
<td>10</td>
<td>106.42</td>
<td>2.98</td>
<td>88.07</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>92.81</td>
<td>2.65</td>
<td>139.47</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>98.91</td>
<td>4.68</td>
<td>73.76</td>
</tr>
<tr>
<td>Layer-recurrent</td>
<td>10</td>
<td>97.58</td>
<td>4.04</td>
<td>70.36</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>122.50</td>
<td>2.43</td>
<td>74.15</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>106.70</td>
<td>3.85</td>
<td>87.05</td>
</tr>
</tbody>
</table>

Table 3
MSE of ANN models for E. coli with various training algorithms, hidden layer sets, and normalizations

<table>
<thead>
<tr>
<th>ANN</th>
<th>Hidden layers</th>
<th>MSE (CFU/100 mL)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Raw data</td>
<td>Min-Max</td>
<td>z-score</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Feedforward</td>
<td>10</td>
<td>1.22</td>
<td>3.45</td>
<td>97.38</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.08</td>
<td>2.48</td>
<td>96.01</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.07</td>
<td>4.52</td>
<td>97.31</td>
</tr>
<tr>
<td>Cascade-forward</td>
<td>10</td>
<td>0.09</td>
<td>4.37</td>
<td>106.11</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.09</td>
<td>4.46</td>
<td>83.18</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.10</td>
<td>3.65</td>
<td>88.29</td>
</tr>
<tr>
<td>Layer-recurrent</td>
<td>10</td>
<td>0.14</td>
<td>3.51</td>
<td>81.41</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.10</td>
<td>2.62</td>
<td>74.11</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>0.09</td>
<td>3.03</td>
<td>70.19</td>
</tr>
</tbody>
</table>

Model without any normalization. Similar significant improvements were produced in the other configurations of both ANN and SVM models. Interestingly, however, the data normalizations failed to improve the performances of the models for E. coli, as the least MSE rather increased from 0.07 CFU/100 mL (for the model without data normalization) to 2.48 CFU/100 mL (with min-max normalization) and 70.19 CFU/100 mL (with z-score normalization) in the ANN models. The corresponding least MSEs in the SVM models similarly increased from 0.14 CFU/100 mL to 3.75 CFU/100 mL and 102.81 CFU/100 mL. This may be due to the significant disparities in the characteristics of the actual observation data for the two faecal indicator organisms (56% and 84% of data points for coliform bacteria and E. coli respectively were zeros). It is difficult to train a model when the output data set is full of zeros. However, this is the typical nature of the occurrence of these indicator organisms in raw water, thus, making the establishment of a reliable for their prediction necessary in drinking water supply. Further, for each normalization method, the MSE values for the three ANN training algorithms are approximately similar. The least MSE (2.02 CFU/100 mL) of the coliform bacteria model under the min-max data normalization was close to values achieved for both...
the cascade forward (2.65 CFU/100 mL) and layer-recurrent (2.43 CFU/100 mL) architectures with 20 sets of hidden layer neurons. The overall precision of the regression SVM models were slightly lower than the ANN models (due to larger MSE values). For instance, while a least MSE of 2.02 CFU/100 mL was achieved with the feedforward ANN with min-max normalization, the corresponding value in the regression SVM model was approximately twice this MSE (4.05 CFU/100 mL) achieved with the RBF algorithm. Similarly, with the z-score normalization method, slightly higher MSE values were achieved in the regression SVM models compared with the ANN models, as shown in Tables 2 to 5.

Results of model sensitivity analysis

The sensitivities of the various physical and chemical water quality parameters to the performances of the ANN and regression SVM models in the prediction of faecal indicator bacteria in raw water are shown in Fig. 5. Raw water turbidity, colour and alkalinity had the greatest influence on the prediction of both coliform bacteria and E. coli. For instance, by removing turbidity from the ANN models (Fig. 5 A), the MSE values increased from 2.02 CFU/100 mL to 2.47 CFU/100 mL and from 2.48 CFU/100 mL to 2.95 CFU/100 mL, respectively, for coliform bacteria and E. coli predictions. These correspond to 21% and 19% increases in the MSEs compared with the models with all the input variables. The corresponding percent increases in the MSEs resulting from the removal of colour and alkalinity were approximately 18% (for coliform bacteria), 19% (for E. coli) and 23% (for coliform bacteria), 22% (for E. coli), respectively. Similar increases in the various MSEs were obtained in the SVM models as shown in Fig. 5 (B). However, the magnitudes of the increases were considerably higher in the SVM models. In addition, the importance of water temperature on the prediction of the faecal indicator bacteria in both models is evident from the increases in the MSEs of up to 14% for coliform bacteria and 12% for E. coli. The water quality parameter that showed the least sensitivity in the predictions was the water pH, with MSE increases of approximately 3% (ANN models) and 2% (SVM models), and the changes were similar in both coliform bacteria and E. coli prediction models.

Modelling the occurrence of faecal indicators in drinking water sources enables early warning information to the water utility operators prior to the treatment of raw water, such that treatment processes can be optimized where necessary. Detection methods of faecal indicator organisms (FIBs) in raw water are still being improved, mainly to reduce the detection time. Moreover, conventional weekly sampling and analysis of FIBs in raw water at water utilities may not give the actual contamination levels, particularly during heavy rainfall (Tryland et al., 2011). For this reason, public health burdens associated with waterborne outbreaks occurring after peak rainfall events can be reduced if FIBs in raw water are estimated in 'real time' on a daily basis before treatment. ANN and regression SVM are highly efficient machine learning techniques that are capable of learning complex relationships among variables in a system. Enhancing the applicability of these data-driven techniques in drinking water supply systems require clarification of the strengths and weaknesses of various architectures that can be used.

Table 5

MSE of regression SVM models for E. coli with different training algorithms, kernel functions, and normalizations

<table>
<thead>
<tr>
<th>SVM</th>
<th>Solver</th>
<th>MSE (CFU/100 mL)</th>
<th>Raw data</th>
<th>Min-Max</th>
<th>z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Linear</td>
<td>SMO</td>
<td>0.14</td>
<td>6.24</td>
<td>113.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ISDA</td>
<td>0.14</td>
<td>6.21</td>
<td>113.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L1Qp</td>
<td>0.14</td>
<td>6.25</td>
<td>113.14</td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>SMO</td>
<td>0.14</td>
<td>4.01</td>
<td>102.98</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ISDA</td>
<td>0.14</td>
<td>3.75</td>
<td>103.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L1Qp</td>
<td>0.14</td>
<td>4.21</td>
<td>102.99</td>
<td></td>
</tr>
<tr>
<td>RBF</td>
<td>SMO</td>
<td>0.15</td>
<td>4.09</td>
<td>102.81</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ISDA</td>
<td>0.14</td>
<td>3.91</td>
<td>104.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L1Qp</td>
<td>0.14</td>
<td>4.31</td>
<td>103.91</td>
<td></td>
</tr>
<tr>
<td>Polynomial</td>
<td>SMO</td>
<td>256.84</td>
<td>6.16</td>
<td>104.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>ISDA</td>
<td>1399.45</td>
<td>6.95</td>
<td>106.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>L1Qp</td>
<td>175.47</td>
<td>6.63</td>
<td>105.48</td>
<td></td>
</tr>
</tbody>
</table>
to reliably estimate the concentrations of 
FIBs in raw water. Results of this study distinctly 
indicate that while various algorithms of ANN 
and regression SVM and input data normalization 
methods adequately accommodate the variations in 
typical FIBs observed in raw water, a simple feedforward 
ANN model with 10 hidden layer neurons is enough for 
real time prediction of FIBs in raw water, with lower 
chances of overfitting. In addition, as shown in Figs. 3 and 4, 
applying normalizations on the input data sets does not 
necessarily improve the performances of both the 
ANN and regression SVM models. Compared to the 
z-score normalization, the use of the minimum-max-
imum method results in better model performances, 
particularly by the MSE measure. The main limitation 
of the models applied in this study is the absence of 
a validation stage, where all the models would be 
tested on different data sets. However, the objective 
at this stage of the study was more focused on es-

tablishing the simplest model configuration for use in 
this respect, as well as clarifying the effects of differ-
ent solution algorithms, hidden layer sets, and nor-
malization methods on the accuracies of the models.

Conclusions

The model results showed that all the three ANN 
training algorithms adequately estimated the counts 
of the faecal indicator organisms in raw water with 
comparable efficiencies. Similarly, no distinct disparity 
in model performances were observed when different 
training algorithms were applied to the regression SVM. 
In the ANN models, acceptable estimates were achieved 
with 10 and 20 sets of hidden layer neurons. Although 
networks were faster with 50 hidden layer neurons in 
all configurations used in this study, extreme variations 
in the model estimates were observed in this case. 
Further, although the two data normalization methods 

applied in this study considerably improved the perfor-
mances of the ANN and SVM models for the coliform 
bacteria, they failed to improve the accuracies of 
E. coli prediction using both machine learning techniques. 
Moreover, the feedforward network was more efficient 
in estimating the counts of the faecal indicator organ-
isms in raw water when no normalization was applied 
to the input data set. The effect of the normalization 
methods on the performances of the machine learning 
techniques in predicting faecal indicator organisms in 
raw water may depend on the data characteristics of 
the observed indicator bacteria used as model output. 
Amongst the various kernel functions applied to the re-
gression SVM, the RBF and the Gaussian functions were 
more efficient, with the least MSE errors. Finally, results 
of this study suggest that compared with regression 
SVM, ANN is highly efficient in estimating necessary 
variations in FIBs in raw water from measured values 
of physico-chemical parameters of raw water with lower 
mean square prediction errors. Although regression 
SVM adequately estimates the variation in the indicator 
organism with MSE comparable with ANN, SVM fails to
estimate periods of intense variations in the level of the indicator organism in raw water, an information that is highly desired for optimizing treatment in water utility services.
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Mikrobinio vandens kokybės prognozinė analizė naudojant algoritmus

Hadi Mohammed, Andreas Longva, Razak Seidu
Vandens ir aplinkos inžinerija, Inžinerijos ir gamtos mokslų fakultetas, Norvegijos mokslo ir technologijų universitetas (NTNU), Ålesund, Larsgårdsvegen 2, 6009 Ålesund, Norvegija

Atsižvelgiant į tai, kad vis dažniau naudojamos algoritmai paremtos priemonės, skirtos naudoti vandens kokybės stebėjimui, didinant jų pritaikymą visame pasaulyje, reikia ištirti jų pajėgumus ir apribojimus pagrindiniuose vandens kokybės nustatymo grandinės aspektuose. Šiame tyrime išsamiai įvertintas trijų dirbtinių neuroninių tinklų (angl. ANN) mokymo algoritmų ir trijų regresijos palaikymo veiksnio mašinos (SVM) sprendimų, turinčių skirtingų branduolio funkcijų, rezultatai vertinant fekalijų indikatoriai bakterijų skaičių iš išmatuotų fizikocheminių vandens kokybės įrašų parametrų. Be to, įvesties duomenims buvo taikomi skirtingi normalizavimo metodai, siekiant nustatyti jų poveikį ANN ir SVM modelių veikimui. Persiuntimo ir kaskadinio tipo pirmtakų algoritmai duoda mažiausias vidutines kvadratinės klaidos (MSE) reikšmes tarp įvairių ANN modelių konfigūracijų. Skaičiavimuose nenustatyta jokio skirtingo SVM regresijos sprendžių rezultatų. Regresijos SVM branduolio funkcijoms, radianinės bazines funkcijos (RBF) ir Gauso branduolio funkcijos sukūre mažiausias MSE vertes. Tiek ANN, tiek regresijos SVM yra panašūs sugebėjimai prognozuoti fekalijų indikatoriaus organizmo koncentraciją užterštame vandenyje. Tačiau ANN modeliai buvo veiksmingesni vertinant intensyvius indikatorių organizmų pakitimą užterštame vandenyje.

Raktiniai žodžiai: mechanizmo algoritmas, poslinkis į priekį, kaskados į priekį, sluoksnio pasikartojimasis, regresijos SVM, koliforminių bakterijų skaičius.